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1. UNIT ROOT DISTRIBUTIONS

• To study this topic we need to be able to state and understand a functional central
limit theorem.

• This in turn requires the notion of a stochastic process as a probability on a space
of functions.

• We also require the notion of a metric on a space of functions and of
• a continuous function sometimes called a “functional” on a space of functions.
• Because we have little time, we will go over these notions roughly. If you have the

math background, you can fill in details yourself or look them up. An excellent
reference that is newly available (published 2002, but for some reason already in
the Princeton bookstore in December 2001) is Pollard (2002). It is written by a
statistician who has been teaching the material to economics graduate students.

2. STOCHASTIC PROCESS

• Just as a random variable is a mapping from a probability space S to the real line
R, and a random vector is a mapping S → Rk for finite k, a stochastic process is a
mapping S → RR or S → RZ. And just as a r.v. induces probabilities on sets of
real numbers, e.g. intervals, a stochastic process induces probabilities on sets of
functions.

• We need to be able to define distance between functions. Examples are
– the Lp norms on the space of functions [0, 1] → R:

‖ f − g‖p =

(∫ 1

0
| fn(t)− f (t)|p dt

)1/p

.

– the L∞ or sup norm:

‖ f − g‖∞ = max
t∈[0,1]

| f (t)− g(t)| .
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– the Skorohod metric:

ρ0( f , g) ≤ ‖ f − g‖∞ .

Of course this is only a property of the Skorohod metric. Its definition is
below.

In Euclidean space, a very wide range of reasonable metrics all lead to the same
conclusions as to which sequences converge.

k

∑
j=1

∣∣xj(n)− xj
∣∣ −−−→

n→∞
0 ⇔

√√√√ k

∑
j=1

(xj(n)− xj)2 −−−→
n→∞

0 ,

for example. This is no longer true in spaces of functions or infinite sequences. If
k = ∞ in the formulas above, the equivalence asserted no longer holds. (E.g. if

xj(n) =

{
1/n, j = 1, . . . , n
0 j < 0, j > n ,

then the sequence does not converge to xj ≡ 0 in the first metric above (called
`1) but does converge to it in the second (called `2). We are not going to be using
technical convergence arguments, but you need to know why the results we quote
always specify a metric instead of (as with Euclidean space arguments) just a
space.

3. THE WIENER PROCESS W

(It’s also called a Brownian Motion.)

• It’s a stochastic process on the space of continuous functions [0, 1] → R.
• W(0) = 0; for any {t1, . . . , tn}, {W(t1), . . . , W(tn)} is jointly normal; Cov(W(t)−

W(s), W(u) −W(v)), with t > s, u > v, is just the length of the interval [s, t] ∩
[v, u].

• The time paths of W are with probability one continuous and nowhere differen-
tiable.

4. CONVERGENCE IN DISTRIBUTION REVISITED

For Euclidean-space random variables, convergence in distribution is often defined in
elementary courses as “pointwise convergence of the distribution function at all points
of continuity”. There is no useful generalization of this definition to infinite-dimensional
random variables. A definition that is equivalent in Euclidean space (and sometimes
used, or at least noted as equivalent, even in elementary courses) is, if Xn takes values in
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S which is endowed with the metric ρ,

Xn
D,ρ−−−→

n→∞
X ⇔
for every bounded, ρ-continuous f : S → R,

E[ f (Xn)] −−−→
n→∞

E[ f (X)] .

When defined this way, convergence in distribution is often called “weak convergence”.
Usually the ρ above the convergence arrow is left implicit.

5. THE FUNCTIONAL CENTRAL LIMIT THEOREM

Theorem 1. Suppose {Ut} form a stationary process with finite-variance martingale increments
(i.e., Et[Ut+1] = 0). Then if

WT(r) =
1√
T

[rT]

∑
t=1

Ut ,

WT
D,ρ0

−−→ W .

The notation [rT] here refers to the smallest integer greater than or equal to rT.

Theorem 2 (Continuous Mapping). If f : Ω → Γ is continuous, if the stochastic processes Xn

take values in the space of functions Ω, and if Xn
D−→ X∞ in Ω, then f (Xn) D−→ f (X∞) in Γ.

6. THE SKORHOD METRIC

While for the purposes of this course you do not need to know it, you may find it
comforting to see the explicit definition of the Skorohod metric. The basic idea is to define
a metric that agrees with L∞ for continuous functions, but that has ρ0( fn, f ) → 0 when
f (t) = 1(t ≥ .5) and fn(t) = 1(t ≥ .5 − n−1). That is, functions that are close to each
other except for discontinuities at slightly different values of t are to be treated as near
each other.

Let Λ be the class of time-distortion functions, i.e. monotone increasing functions λ :
[0, 1] → [0, 1] with λ(0) = 0, λ(1) = 1. The degree of distortion impied by λ is

δ(λ) = max
t,s∈[0,1],t 6=s

log
(

λ(t)− λ(s)
t− s

)

Then
ρ0( f , g) = inf

λ∈Λ
max

{‖ f (·)− g(λ(·))‖∞ , δ(λ)
}

This metric is clearly “weaker” than L∞, which means that it will accept as convergent
some sequences of functions that L∞ does not accept as convergent. This is guaranteed
by the fact that ‖ f − g‖∞ ≥ ρ0( f , g). (This inequality should be close to obvious. Be sure
you see why.)
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7. THE SIMPLEST UNIT ROOT AR

• yt = ρyt−1 + εt
•

ρ̂ = ρ + ∑T
1 yt−1εt

∑T
1 y2

t−1

.

• If ρ = 1, [
1

T2 ∑T
1 y2

t−1
1

T2 ∑T
1 εtyt−1

]
D−→

[ ∫ 1
0 W2

t dt
W(1)2 − 1

]
.

• Therefore T(ρ̂OLS − ρ) has a limiting distribution that is non-normal.
Note that of course some more regularity conditions are needed here: for example that
the ε sequence is stationary, finite-variance, and has zero expectation conditional on all
past y’s.

8. IMPLICATIONS

• Discontinuous confidence regions based on asymptotics
• Power/significance level relationship is different from pure location case
• Helicopter tour (Sims and Uhlig, 1991)

9. SPURIOUS REGRESSION

(i) It is not unit-root non-stationarity alone that generates the non-standard behavior.
If the model is instead

yt = αxt + εt

xt = xt−1 + νt

Cov(εt, νs) = 0 , all t, s ,

with εt still stationary, finite-variance, martingale differences and ν the stationary
innovation sequence for x, then the usual OLS Normal asymptotics for the OLS
estimate of α are correct (though the sum of squares of the rhs variable grows
faster than T, so the speed of convergence is faster than usual).

(ii) There is a widely known result, labeled “spurious regression” that might seem to
contradict (i). It states that when

yt = yt−1 + εt

xt = xt−1 + νt

Cov(εt, νs) = 0, all t, s ,

then if we try to estimate as a regression equation

yt = αxt + ξt ,

we will, by applying the usual OLS test statistics, get incorrect results.
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(iii) The reconciliation is that in (ii) we are attempting to estimate a mis-specified
model. There is no choice of α that can make that equation’s residual a mar-
tingale difference. The lesson is therefore not that regression equations involv-
ing non-stationary variables always require non-standard distribution theory, but
that special care is required to be sure that residuals have the usual stationarity
and serial uncorrelatedness properties and that the exogeneity assumptions that
justify standard distribution theory are satisfied.

10. MULTIVARIATE CASES: READ (SIMS, STOCK, AND WATSON, 1990)

General multivariate time series regression:

(∗) y(t) = Bx(t) + ε(t) .

y and x are both components of a longer vector w, and with

E[ε(t) | {w(s− 1), s ≤ t}] = 0, Var(εt) = σ .

w(t) = Aw(t− 1) + ν(t)
with ν(t) the innovation in w and Var(ν(t)) possibly singular. This allows for the possibil-
ity that some elements of w are in fact pure deterministic polynomial trends. However, we
assume that all elements of the w vector are distinct — that is, that no linear combination
of w’s is identically zero.

ν(t) = γε(t) + ξ(t) ,
with ξ(t) ⊥ ε(t).

11. USE JORDAN DECOMPOSITION

A = PΛP−1 , z(t) = P−1w(t)
to get

z(t) = Λz(t− 1) + P−1c + P−1νt ,
with Λ a Jordan matrix, meaning it has the eigenvalues of A down the main diagonal,
and is block diagonal with all diagonal blocks in the form




λ 1 0 0 . . . 0
0 λ 1 0 . . . 0

0 0 λ 1 . . . 0
... . . . . . . . . . . . . ...
0 · · · 0 0 λ 1
0 . . . . . . . . . . . . 0 λ




Each element zi of the z vector is of one four types, for our purposes:
(i) It corresponds to an eigenvalue of A (diagonal element of Λ) that is less than one

in absolute value, and thus is stationary (at least in the long run).
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(ii) It is a component of a subvector of z that corresponds to a unit-root Jordan block
for which the component of P−1ν(t) corresponding to the lower right corner of the
Jordan block is identically zero. In this case we say zi is dominated by polynomial
trend. Note that, because of our assumption that no linear combination of of w’s
(and hence of z’s) is identically zero, there can be at most one unit root Jordan
block of this kind.

(iii) It is a component of a subvector of z that corresponds to a unit-root Jordan block
in which all elements of P−1γ corresponding to zi or to lower elements of the same
Jordan block are zero and the element of P−1ν corresponding to the lower right
corner of the block is non-zero. In this case we say zi is dominated by exogenous
stochastic trend.

(iv) It is a component of a subvector of z that corresponds to a unit-root Jordan block
and does not fit any of the previous categories. In this case we say zi is dominated
by endogenous stochastic trend.

zi’s in these categories can be ordered as follows. Any zi in the p’th postion from the
bottom of a unit root Jordan block dominates any other zj that is stationary or in a lower
position in any unit root Jordan block. We will say such a z is at position p. If zi and
zj are at the same position p, then the blocks that are of higher-numbered categories in
the scheme above dominate lower-numbered categories. It is useful to extend this partial
ordering on the zi’s by treating any linear combination of zi’s as having the dominance
characteristics of the “strongest” of its components.

Now x(t) = θz(t) for some θ. Suppose we order the z vector so that the highest ordered
components are at the top, lowest ordered at the bottom. Then we form the QR decompo-
sition QR = θ of θ, where Q is orthonormal and R has its lower left triangle zero. Define
B∗ = BQ and x∗ = Rz. Then the elements of x∗ are ordered from bottom to top of the
vector, with upper elements dominating lower.

12. IMPLICATIONS OF SIMS, STOCK, AND WATSON (1990)

OLS estimates of B∗ have these properties:
(i) Estimated coefficients of stationary components of x∗(t) have standard normal

limiting distributions given by the usual OLS formulas, and converge at the rate
1/
√

T.
(ii) If there are no components of x∗ dominated by endogenous stochastic trend, then

all estimated coefficients have standard normal limiting distributions, conditional
on the right-hand-side variable matrix.

(iii) If there are any components of x∗ that are dominated by endogenous stochastic
trend, then their coefficients and also coefficients of all components of x∗ other
than the stationary components have non-standard limiting distributions and
converge at faster than 1/

√
T.

Since we are usually interested in B itself, not B∗, we have to translate these results back
into results about OLS estimates B̂ = B̂∗Q. Since convergence of estimated coefficients of



UNIT ROOT NOTES 7

stationary variables in B̂∗ is slower than convergence of any of the other categories. Any
element of or linear combination of B̂ = B̂∗Q that puts non-zero weight on the compo-
nents of B̂∗ corresponding to stationary x∗’s itself has a standard limiting normal distri-
bution, convergent at rate 1/

√
T.

13. THE EYEBALL METHOD

The algorithm just described can be thought of as transforming the right-hand-side
variable vector x(t) into a new vector z(t) in which there as many as possible stationary
variables, then as many as possible position 1, category (i) variables, then given that as
many as possible position 1, (ii) variables, etc., then repeating for position 2, etc. The
transformation must be nonsingular, and it must keep all the variables dominated by
deterministic trend distinct, in the sense that there can be only one variable dominated by
p’th order deterministic trend for each p. In small models it is often possible to construct
such a transformation “by eye”, in which case the numerical apparatus of the Jordan and
QR decompositions is not necessary. All that is needed is the transformation matrix that
plays the role of Q above, and its inverse, so we can write B̂ = B̂∗Q, where B̂∗ is the vector
of coefficients on z.

14. EXAMPLES:

y(t) = ay(t− 1)− by(t− 2) + ε(t)

(i) a = 2, b = 1
(ii) a = 1.7, b = .7

y(t) = c + ay(t− 1) + ε(t)

(iii) c = .02, a = 1
(iv) c = 0, a = 1

In cases (i) and (iv) all individual coefficients have non-standard distributions. In cases
(ii) and (iii) none do. In case (ii) the sum of the two coefficients has a non-standard distri-
bution, even though each individually does not. In case (iii) the whole joint distribution
(and thus also any linear combination of coefficient estimates) has a standard limiting
distribution.

Here are the details. We use the conventional terminology, in which a position-p vari-
able dominated by stochastic trend is called an I(p) variable:

(i) Here the eyeball method tells us that y(t) itself is I(2), meaning that the low-
est category and order we can obtain by taking linear combinations of the right-
hand-side variables y(t − 1) and y(t − 2) is ∆y(t − 1), which being I(1) is order
1, dominated by endogenous stochastic trend. So every linear combination of the
two right-hand-side variables is dominated by stochastic trend and all coefficients
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and linear combinations of them have non-standard distributions.

z(t) = w(t) =
[

y(t)
y(t)− y(t− 1)

]
, z(t) =

[
1 1
0 1

]
z(t− 1) +

[
ε(t)
ε(t)

]
.

Thus A is already in the form of a Jordan block with no constant term in the lowest
equation of the block. Both elements of x are thus in category (iv) and the joint
distribution of OLS coefficients is thus nonstandard.

(ii) In this system the characteristic roots are 1 and .7. The stationary linear combina-
tion is ∆y(t− 1). Thus we can write

Bx(t) = B
[

y(t− 1)
y(t− 2)

]
= B

[
1 0
1 −1

] [
y(t− 1)

∆y(t− 1)

]
.

From this we can see that the sum of the two elements of B corresponds to the co-
efficient of a variable dominated by stochastic trend, while any other linear com-
bination of coefficients will have some weight on the coefficient of a stationary
variable and will therefore have a standard limiting distribution.

(iii) In case (iii) and (iv) we can take x(t) = w(t) =
[
y(t) γt

]′, where γt is constant.
This gives us

A =
[

a c
0 1

]
.

In both cases (iii) and (iv) a = 1, so there are two eigenvalues of 1. In case (iii),
with c = .02, the two unit roots are in a single Jordan block, corresponding to the
fact that y consists of a linear trend plus a random walk and is thus dominated
by its linear trend component. In case (iv), with c = 0, there is no linear trend
component to y, so it is dominated by endogenous stochastic trend, and the two
coefficients have a non-standard limiting joint distribution.

15. IMPLICATIONS FOR PRACTICE

It is rare for the non-standard classical distribution theory for multivariate AR’s to be
applied in practice to systems of any substantial size. The asymptotic distribution theory
depends on the number and types of unit roots and cointegrating vectors, and generally
we do not know these in advance. Furthermore, producing confidence regions requires
considering the distribution theory for regions in parameter space that usually include
points for which the numbers of unit roots and cointegrating vectors are different.

So the most important practical implication of these results is that for many purposes
the non-standard theory is not necessary, even from a classical perspective. However,
some of the results in this direction need to be used with caution. Most VAR systems
are estimated with constant terms included, and the constant terms are not expected to
be zero. Economic variables often are well modeled as including both linear trend terms
and pure I(1) stochastic components. Thus it might be expected that we would often find
systems in which all variables are dominated by deterministic trend. But recall that not
more than one z-variable in a system can be dominated by linear trend. Furthermore,
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even in univariate models, the component of variation explained by linear trend is usu-
ally modeled as not much different in size from the component of variation explained by
the I(1) component. The asymptotic theory that says the I(1) component can be ignored
relies on the fact that for very large sample sizes, the component of variation attributable
to the I(1) component must be negligible relative to that explained by the trend compo-
nent. And in fact it is true that the standard Gaussian distribution theory for OLS is a
bad approximation, despite its asymptotic validity, in models like example (iii), when T,
c, and Var(ε(t)) have values typical for economic data.

The difficulties surrounding inference in VAR models with unit roots are completely
different, and arguably much more manageable, from a Bayesian perspective. The like-
lihood with Gaussian disturbance terms, conditional on initial conditions, is Gaussian
regardless of the presence or absence of unit roots. Non-normal disturbance terms still
lead to asymptotically Gaussian likelihood shape, even in the presence of unit roots (Kim,
1994). This is not to say there are no difficulties for Bayesian inference associated with unit
roots. As we discussed earlier, a flat prior on the coefficients of an AR with a constant
term, together with conditioning on initial conditions, implies what will in most applica-
tions be an inappropriately large prior weight on parameter values that imply a large part
of sample variation could have been predicted at the start of the sample. This problem
will affect inference strongly mainly when unit roots (or explosive non-stationarity) are
present.

Non-Bayesian asymptotics implies a maze of technical econometric issues must be ad-
dressed in order to test hypotheses or construct confidence regions when unit roots may
be present. Bayesian inference also implies that there are issues special to the presence of
unit (or explosive) roots. But the Bayesian difficulties are of a different nature. They sug-
gest that there is a special need, when non-stationarity may be present, to think carefully
about the substance of the problem. Do we believe that the initial conditions should be
treated as if generated from a long run of the estimated model? Do we believe that low
frequency oscillations in the model’s variables are possibly predictable long in advance?
How we report the shape of the likelihood depends on our answers to these questions.
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