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Review Problems


1.  Suppose we have a VAR model of the form


	� EMBED Equation  ���,	� macrobutton MTPlaceRef � seq MTEqn \h �(� seq MTEqn \c �1�)�


where as usual B is a polynomial in powers 1 through k of L and � EMBED Equation  ��� is independent of all y’s and (’s dated earlier than t.  We assume that at each t, � EMBED Equation  ��� is distributed as a mixture of three normal random vectors, each with mean zero, but with differing covariance matrices � EMBED Equation  ���, i=1,…,3.  The three normal distributions occur with probabilities � EMBED Equation  ��� at each t.  By introducing an unobservable random variable � EMBED Equation  ��� at each t, which is thought of as selecting which element of the mixture generates the residual vector at each t, it is possible to use Markov Chain Monte Carlo methods to sample from the likelihood function (or posterior, if the prior is chosen conveniently) of this model.  One ends up sampling from the joint distribution of the parameters and the � EMBED Equation  ��� sequence.  Explain how this would be done.


2.  In the univariate AR model


	� EMBED Equation  ���	� macrobutton MTPlaceRef � seq MTEqn \h �(� seq MTEqn \c �2�)�


with Gaussian errors, use asymptotic distribution theory to compare the expected mean-squared error from forecasting � EMBED Equation  ��� using the least-squares estimator of ( from � gotobutton ZEqnNum643286 � ref ZEqnNum643286 \! �(2)��, taking the forecast as � EMBED Equation  ���, versus instead using the least-squares estimate of ( in the equation


	� EMBED Equation  ��� 	� macrobutton MTPlaceRef � seq MTEqn \h �(� seq MTEqn \c �3�)�


and using as forecast � EMBED Equation  ���.  Do this first assuming that � gotobutton ZEqnNum713101 � ref ZEqnNum713101 \! �(2)�� is the true model, then instead assuming that y is a first-order MA process with zero mean.


3.  In the Sims-Zha Bayesian identified VAR modeling setup, it is pointed out that keeping the calculations manageable in a large model requires maintaining the posterior in the form


	� EMBED Equation  ���,	� macrobutton MTPlaceRef � seq MTEqn \h �(� seq MTEqn \c �4�)�


where � EMBED Equation  ��� and � EMBED Equation  ��� are vectorized versions of the matrices of coefficients on contemporaneous terms and lagged terms, respectively, and the kronecker product in � gotobutton ZEqnNum636577 � ref ZEqnNum636577 \! �(4)�� has structure corresponding to the dimensions of the equations in the system.  Restrictions or additions of prior information that have the form of system-wide dummy observations preserve this structure.  Which of the following kinds of restrictions preserve the structure?


i) Neutrality restrictions on a model in logs:  All price variables or variables in nominal terms can be scaled up by the same factor (in this log model, have the same constant added to them) without changing the residual vector.


ii) Long run restrictions:  For some equation i and variable j, the sum over lags (including lag 0) of coefficients in the VAR is zero.
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