OUTLINE AND READING LIST FOR PART 1

1. COURSE STRUCTURE AND GRADING

Chris Sims will teach the first half of the course, up until the mid-term break. Mark Watson will teach the latter half. There will be no mid-term exam, but there will be a single final exam in January covering both parts of the course. Students can substitute for the final exam a paper based on models or methods discussed in the course. There will be regular exercises that count toward the grade. For the first part of the course (and possibly also the second part) you are encouraged to collaborate on the exercises, though each student is required to submit a separate writeup. For your own benefit, you should collaborate only after working on a problem yourself. Collaboration in the form of everyone copying one person’s brilliant work will not help you learn the material or survive the final exam. Students will be expected to have the problem set answers on USB sticks at the due date, and randomly selected students will present their solutions for discussion.

2. TEXTBOOK

For this part of the course, much of the material is covered in *Bayesian Data Analysis, 3rd edition* (Gelman, Carlin, Stern, Dunson, Vehtari, and Rubin, 2014), which you should probably purchase. It’s available as an electronic edition.

3. OUTLINE

A. **Posterior simulation.**

B. **Hierarchical Models.**

B.1. *In general.*

B.2. *As bottom-up alternative to clustering.*

C. **Multiple time series.**

C.1. **VAR’s and VARMA’s.**

C.2. **SVAR’s.** References on VAR identification

  Sims (1980)
  Sims (1986)
  Sims (1992)
  Baumeister and Hamilton (2013)
  Rubio-Ramirez, Waggoner, and Zha (2010)
  Blanchard and Quah (1989)
  Uhlig (2005)

C.4. DSGE’s.
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